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Abstract

This paper briefly reviews the family of AQ inductive learning programs, and describes recent new
additions to the AQ family of inductive learning programs, such as AQ14-NT, AQ15-GA, AQl5-
FCLS, AQ17-DCL, AQI7-HCI and AQ17-1. The AQ family includes a long series of programs
based on the AQ general covering algorithm. The first members of the family were developed in
the early seventics. The most important new ideas in the development of the series include
powerful methods for data-driven (AQ17-DCI) and hypothesis-driven (AQ17-HCI) constructive
induction, a method for handling noise in the input data (AQ14-NT), an integration of the AQ
method with a genetic algorithm (AQ15-GA), and a method that combines the logic-based
approach with some aspects of neural net type learning (AQ15-FCLS). The presented programs
are illustrated by an application to the so-called MONKSs' problems, and their performance is
compared with several other leaming programs.

1. INTRODUCTION

There have been a number of learing methods and approaches developed for inductive concept
learning from examples. These methods can be divided into symbolic and subsymbolic, based on
whether or not their representations of attributes and concepts consist of simple symbolic structures
(e.g. logical descriptions) that can be related directly to the objects they represent. Typical
symbolic representations include decision trees or rules, while subsymbolic methods include
genetic algorithms and neural networks.

Given the many machine learning programs that liave been developed for the purpose of concept
learning, an important theoretical and practical problem is to determine the areas of best
applicability of the various methods. One of the efforts in this direction was an international
competition in which attendees at the 1991 European Summer School on Machine Learning were
challenged with three problems developed by Thrun and Cheng (Thrun, Mitchell and Cheng,
1991). Given that the School was being held on the grounds of a converted priory, the problems
became known as the “MONKs’ Problems.”

The AQ family of learning programs is a group of symbolic, generally rule-based programs that
use the Star methodology for learning concepts from examples. This paper summarizes the history
of these learning programs, including some programs based on, but not directly related to AQ. We
also describe the results from applying recently developed AQ programs to the MONKs’ problems.
The results of the application of other programs to these problems and a more brief presentation of
the results using the AQ programs were documented by Thrun, Mitchell and Cheng (1991). The
main body of this paper concludes with descriptions of other comparative studies of machine
leamning programs.



2. THE AQ ALGORITHM, ITS HISTORY AND ITS IMPLEMENTATIONS
2.1 AQ Algorithm

All of the programs this paper focuses on use AQ as their basic induction algorithm. A brief
description of the AQ algorithm follows:

1. Select a seed example from the set of training examples for a given decision class.

2. Using the extend against operator (Michalski, 1983), generate a set of alternative most general
rules (a star) that cover the seed example, but do not cover any negative examples of the class.

3. Select the “best” rule from the star according to a multi-criteria rule quality function (called LEF
- the lexicographical evaluation function), and remove the examples covered by this rule from
the set of positive examples yet to be covered. Typical conditions in the LEF include
maximizing the number of events of the decision class covered by the rule, minimizing or
maximizing the number of conditions in the rule, and minimizing the total “cost” of the rule.

4. If this set of examples yet to be covered is not empty, select a new seed from this set and go to
step 2. Otherwise, if another decision class still requires rules to be leamed, return to step 1,
and perform it for this other decision class.

The stars generated in step 2 above are obtained as follows:

1. The initial partial star is either the entire event space or, in the case of incremental learning
(leaming from examples and prior rules), the portion of the event space covered by the
corresponding rule from the rule set to be enhanced.

2. If the partial star covers no negative examples of the concept, we are finished. Otherwise,
repeat steps 3-6 until it no longer covers any negative examples.

3. Select a negative example covered by the partial star.

4, Generate the set of maximally general hypotheses in the event space that cover the seed
example of the concept but not the selected negative example (extension against).

5. Intersect the output of the previous set with the current partial star to generate a new partial
star.

6. Trim the partial star by only retaining the “best” maxstar rules in the star, where maxstar is a
user-defined parameter.

The set of rules generated by AQ will approach, in polynomial time, the simplicity of the optimally
simple rules that could be generated by exhaustive search (an NP-hard undertaking). Michalski
proved that the upper bound on the size of a set of disjoint stars in a given example and event space
is a lower bound on the number of conjunctive rules necessary io completely and consisiently
cover a concept’s examples (Michalski, 1969b). Hence the difference between the size of a cover
generated by AQ and the size of a disjoint set of stars in that example space is the maximum
deviation from minimality of the cover.



2.2. A Brief History of AQ Family of Programs

The AQ algorithm was developed by Michalski (1969). AQVAL/1, also known as AQ7, is an
im ion of AQ that can express its discovered rules in the variable-valued logical language
VL] (Michalski, 1973b; Michalski and Larson, 1975). It learns these rules from a set of examples
in the form of attribute-value tuples and chooses optimal rules based on user-defined criteria.
Rules discovered by AQVAL/1 can be disjoint (i.¢., no example in the event space can be covered
by more than one rule), intersecting (i.¢., events can be covered by multiple rules) or ordered (i.e.,
the rules have a priority order in which the ith rule will take effect only if the previous i-1 rules did
not fire.)

AQ9 (Cuneo, 1975) uses the AQ methodology to optimize existing VL] rules according to some
user-defined criterion. It can, for example, generate discriminant rules that will succinctly
distinguish between classes of events from an input consisting of characteristic rules learned by
AQ7T. Rules learned in this manner will often momusaﬁﬂmandjscmnin%n‘t‘mles]camed
directly from examples. AQ9 can generate rules that are ordered, intersecting or disjoint.

UNICLASS (Stepp, 1979) uses the AQ algorithm to characterize a single class of examples. In
this case, rule generation is not affected by other classes of events, instead an optimal covering is
generated based solely on the user-defined criteria and the input positive examples.

The capability for incremental learmning was added in AQI1 (Larson, 1976; Michalski, 1983) and
later NEWG (Reinke, 1984; Mozetic, 1985). With incremental learning, previuusly generated
(whether by machine leaming or by manual entry) rules can be combined with new examples as
input to the leaming module, which will then refine the rules to account for examples that are not
consistent with the initial knowledge. This process can be repeated over multiple iterations. These
programs also incorporate ATEST, a module that allows rules to be tested for consistency and
completeness and expresses the results of these tests in the form of a confusion matrix (Reinke,
1984). .

AQI5 (Michalski et al, 1986) added a-rules and l-rules, respectively arithmetic and logic-based
background knowledge, into the AQ framework. For example, in a domain which has numerical
attributes length and width, an a-rule may be used to define an attribute area as the product of those
two initial attributes. Or in a domain in which a person’s age and marital status are input attributes,
an l-rulfc can be employed to ensure that all instances of married individuals had ages above a
certain level.

3. RECENT PROGRAMS AND EXTENSIONS TO THE AQ ALGORITHM

The AQ-based g:;:ngrams that were applied to the MONKs' problems are the result of efforts to
further expand the leaming capabilities of AQ in several new directions. The AQ17 programs are
able 1o create new attributes better suited to the input example set (constructive induction). The
DCI and HCI modules provide two different approaches to the task of constructive induction - a
data-driven approach and a hypothesis-driven approach. AQI15-FCLS treats concepts as flexible
entities with a basic core that almost defines them. AQI15-GA combines the abilities of AQ) with
those of genetic algorithms in order to optimize the discovered knowledge. And AQI4-NT is a
version of NEWGEM designed to be able to learn concepts in noisy environments. In Section 3.1,
we describe these programs in further detail, and discuss the tasks for which they are best suited.
We conclude Section 3 with a listing and description of some of the other machine learning
systems that rely heavily on the AQ algorithm.



3.1. Recent AQ Programs
3.1.1. AQ17-DCI (Data-driven constructive induction)

This program, developed by Bloedorn and Michalski, is based on the classical AQ algorithm
(Section 2.1), but it includes an algorithm for constructive induction that generates a number of
new attributes. The quality of any generated attribute is evaluated according to a special Quality
Function for attributes. If the Quality Function exceeds a certain threshold value, then the attribute
is selected. A brief description of the algorithm for data-driven constructive induction (Bloedorn
and Michalski, 1991) is given below. The program works in two phases.

Phase 1.
1. Identify all numeric-valued attributes.

2. Repeat steps 3 through 5 for each possible combination of these attributes, starting with the
pairs of atiribuies, and exiending them if their quality was found acceptable according to the
attribute Quality Function (QF).

3. Repeat steps 4 and 5 for each constructive induction operator. The current operators include
addition, subtraction, multiplication, integer division and logical comparison of attributes
(Bloedorn and Michalski, 1991).

4. Calculate the value resulting from the application of the given constructive induction operator to
the given attribute pair.

5. Evaluate the discriminatory power of this newly constructed attribute using the attribute Quality
Function, described by Bloedorn and Michalski (1991). If the QF for an attribute is above an
assumed threshold, then the attribute is stored, else it is discarded.

6. Repeat steps 4 and 5 for each available global function operator that takes as argument an entire
event (example), and calculate various global functions (properties) of it.

The program has a default list of global functions, but allows the user to modify the list to fit the
problem at hand. The default list of functions include MAX (the maximum of the values of the
numerical attributes in an event), MIN (the minimum value), AVE (the average value), MF (the
most-frequent value), LF (least-frequent), and #VarEQ(x), which measures the number of
variables (attributes) that take the value x in an example of a given class.

Phase 2.
1. Identify in the data all attributes that are binary-valued (i.e., boolean attributes).
2. Search for pairwise symmetry among the atiributes and then for larger symmetry or
approximate symmetry groups, based on the ideas described in (Michalski, 1969a; Jensen,
1975).

3. For each candidate symmetry group, create a new attribute that is the arithmetic sum of the
attributes in the group.

4. Determine the quality function of the newly created attributes, and select the best attribute.

5. Enhance the dataset with values of this attribute, and induce new decision rules.
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The method described above allows the system to express simply symmetric or partially symmetric
Boolean functions and k-of-n functions, as well as more complex functions that depend on the
presence of a certain number of attribute values in the data. Such functions are among the most
difficult functions to express in terms of conventional logic operators.

3.1.2. AQI5FCLS (Flexible concept learning)

This method, pioneered by Michalski, Zhang, Bergadano and Matwin, combines both symbolic
and numeric representations in generating a concept description (Zhang and Michalski, 1991). The
program is oriented toward leaming flexible concepts, i.e., imprecise and context-dependent. To
describe such concepts it creates two-tiered descriptions, which consist of a Basic Concept
Representation (BCR) and an Inferential Concept Interpretation (ICI) to handle exceptions. In the
program, the BCR is in the form of rules, and the ICI is in the form of a weighted evaluation
function which sums up the contributions of individual conditions in a rule, and compares it with a
THRESHOLD. The leaming program learns both the rules and an appropriate value for the
THRESHOLD.

Each rule of a concept description is leamed in two steps, the first step is similar to the STAR
algorithm in AQ that generates a general rule, and the second step optimizes the rule by specializing
it and adjusting the accuracy threshold.

This flexible concept learning methodology has also been incorporated into the POSEIDON system
(Bergadano et al, 1990).

3.1.3. AQ17-HCI (Hypothesis-driven constructive induction)

AQI7-HCI (Hypothesis-Driven Constructive Induction), created by Wnek and Michalski,
represents a module employed in the AQI7 attribute-based multistrategy constructive learning
system. This module implements a new iterative constructive induction capability in which new
attributes are generated based on the analysis of the hypotheses produced in the previous iteration
(Wnek and Michalski, 1991). Input to the HCI module consists of the example set and a set of
rules, in this case generated by the AQ15 program (Michalski et al, 1986). The rules are then
evaluated according to a rule quality criterion, and the rules that score the best for each decision
class are combined into new attributes. These attributes are incorporated into the set of training
examples, and the learning process is repeated. The process continues until a termination criterion
is satisfied. The method is a special implementation of the idea of the “survival of the fittest,” and
therefore can be viewed as a combination of symbolic leamning with a form of genetic algorithm-
based learning.

A brief description of the HCI algorithm follows:
1. Induce rules for each decision class using a standard AQ algorithm (as implemented in AQLS)
from a subset of the available training examples.

2. Identify variables from the original set that are not present in the rules, and classify them as
irrelevant.

3. For each decision class, generate a new attribute that represents the disjunction of the highest
quality rules (based on their coverage of the initial training examples).

4. Modify the training examples by adding the newly constructed attributes and removing the
ones found to be irrelevant.

5. Induce rules from this modified training set.
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6. Test these rules against the remainder of the training set. If the performance is not satisfactory,
rem to step 1. Otherwise, extend the initial complete set of training examples with the
attributes from the obtained rules. Induce the final set of rules from this set of examples.

In these examples, the inductions performed in steps 1, 5 and 6 each use the leaming algorithm
implemented in the AQL5 program.

3.14. AQ17-1 (Multistrategy Constructive Induction)

AQ17-1 combines the work of Wnek, Bloedorn and Michalski, and combines the two constructive
induction strategies implemented earlier in the AQ17-DCI and AQ17-HCI programs (described in
Sections 3.1.1 and 3.1.3) into a new AQ-based program. The algorithm for employing these
strategies is shown in Figure 1.

CInil;ial Training Examp@
v

Input update

;

Inductive learning (AQ)

Y
Remove III'EIE\'EC.IIII Attribute(s) DCI HCI
H

Attribute generation
L 7
(All Irrelevant Att. Rewnved}—
Y

"Heavy rules” contain most T
of the attributes and
rule quality is not sufficient

v
( Final classification rule )

AQ - Basic inductive algorithm
D(CI - Data-driven Constructive Induction
HCI - Hypothesis-driven Constructive Induction

Figure I. AQL7 Control Strategy

- AQ17-1 works as follows: The initial training example set is divided into a training sample (about
70%) and a tuning sample (about 30%). The training data is fed to a basic inductive learning
module (AQ). Using the rules to evaluate the attributes against the tuning sample, the HCI method
removes imelevant attributes from the description of the training data. The process of rule
generation and attribute removal is repeated until no more irrelevant attributes are found. If the
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quality of the most recently generated rules is sufficient, then the final classification rule is
generated from the complete training set, and the algorithm stops. Rule quality criterion is a
measure of both accuracy on the tuning sample, and simplicity of the description.

If the rule quality criterion is not satisfied, the structure of the rules is checked. If “heavy rules,”
ie. those rules that cover many examples and contain most of the remaining attributes, are present
and rule quality is not satisfied, then the constructive atiribute generation module is invoked. The
newly supplemented attribute set is evaluated, and if rule quality is now sufficient, the final
classification rule is produced from the complete training set.

Because of the nature of this algorithm, the rules generated by AQ17-1 will be identical to the rules
generated by the individual HCI or DCI programs in cases in which the output from one or both of
these programs is satisfactory. For this reason, the rules discovered by AQ17-1 for each of the
three MONKSs’ problems (see Section 5) were the same as the rules generated by one of the
component programs. ;

3.1.5. AQI4-NT (noise-tolerant learning from engineering data)

The program, developed by Pachowicz and Bala, implements an algorithm specially designed for
learning from noisy engineering data (Pachowicz and Bala, 1991a and 1991b). The acquisition of
concept descriptions (in the form of a set of decision rules) is performed in the following two
phases:

+» Phase 1:
Concept-driven closed-loop filtration of training data, where a single loop of gradual
noise removal from the training dataset is composed of the following four stages:

1. Induce decision rules from a given dataset using the AQ14 (NEWGEM) inductive
learning program. : o _

2. Truncate concept descriptions by removing “least significant” rules, that is, rules
that cover QMH small portion of the training data (this step is performed using
the so-called TRUNC procedure).

3. Create a new ftraining dataset that includes only the training examples that are
covered by the truncated concept descriptions.

4. If the size of the dataset falls below an assumed percentage of the training data
(that reflects an assumed error rate in the data), then go to Phase 2. Otherwise,
return to step 1.

* Phase 2:
Acquire concept descriptions from the improved training dataset using the AQ14 learning
program.

A justification for Phase 1 is that the noise in the data is unlikely to constitute any strong pattems in
the data, and therefore will require separate rules to account for it. Thus, the examples covered by
the “light rules” are likely to represent noise, and therefore are removed from the datasct.
Experiments with AQ14-NT applied to a variety of engineering and computer vision problems have
shown that it systematically produces classification rules that both perform better and also are much
simpler than those produced by other versions of AQ.

3.1.6. AQI15-GA (AQ15 with attribute selection by a genmetic algorithm)

In this approach implemented by Vafaic and De Jong (1991), genetic algorithms are used in
conjunction with AQ15. The former are used to explore the space of all subsets of a given attribute
set. Each of the selected attribute subsets is evaluated (its fitness measured) by invoking AQL5 and
measuring the recognition rate of the rules produced.
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The evaluation procedure as shown is divided into three main steps. After an attribute subset is
selected, the imitial training data, consisting of the entire set of attribute vectors and class
assignments corresponding to examples from each of the given classes, is reduced. This is done
by removing the values for attributes that were eliminated from the original attribute set. The
second step is to apply a classification process (AQ15) to the reduced training data set. The
decisionmlesﬂlalh&l& generates for each of the given classes in the training data are then used
for classification. The last step is to use the rules produced by the AQ algorithm in order to
evaluate the classification and hence, recognition with respect to the test data.

In order to use genetic algorithms as the search procedure, it is necessary to define a fitness
function which properly assesses the decision rules generated by the AQ algorithm. The fitness
function takes as an input a set of attribute or attribute definitions, a set of decision rules created by
the AQ algorithm, and a collection of testing examples defining the attribute values for each
example. The fitness function then views the AQ-generated rules as a form of class description
that, when applied to a vector of attribute or attribute values, will evaluate to a number. It is
evaluated for every attribute subset by applying the following steps: For every testing example a
match score is evaluated for all the classification rules generated by the AQ algorithm, in order to
find the rule(s) with the highest or best match. At the end of this process, if there is more than one
rule having the highest match score, one rule will be selected based on the chosen conflict
resolution process. This rule then represents the classification for the given testing example. If
this is the appropriate classification, then the testing example has been recognized correctly. After
all the testing examples have been classified, the overall fitness function will be evaluated by
adding the weighted sum of the maich score of all of the comrect recognitions and subtracting the
weighted sum of the match score of all of the incorrect recognitions.

3.2. AQ-Derived or Supplementary Programs

The INDUCE family of programs, developed by Michalski and Larson, can, like the AQ
programs, learn classification rules from examples. Its input data is, however, stored in the form
of predicates describing the events rather than in the form of tables of attributes and values, as is
the case with- AQ). As a result, INDUCE is well suited for leaming structural descriptions of
objects in which the relationships between different parts of the objects and existential or universal
quantifiers may be very useful in distinguishing between classes (Larson, 1977). Because the
“attributes” in the output descriptions can be generated by combining the objects’ attributes using
}raé'iou:s relationships, INDUCE is regarded as a pioneering program in the area of constructive
induction.

The inductive learning system RIGEL (Reasoned Inductive G eneralization) is a modified version
of INDUCE. RIGEL’s covering algorithm uses interleaved specialization and generalization steps,
rather than the extend against operator used by INDUCE, and works from non-randomly selected
seed examples. Additionally, the knowledge representation language in RIGEL is fully capable of
describing universal and numerical quantifications (Gamallo, Mana and Saitta, 1991).

SPARC (Sequential Pattern Recognition) employs AQ and two other leaming models to learn
patterns in sequences, as opposed to sets of events (Michalski, Ko and Chen, 1985; Dieterrich and
Michalski, 1986; Michalski, Ko and Chen, 1986). As with the structural knowledge used by
INDUCE, sequential domains are more cumplax than those applicable to AQ itself; an event's
position in the sequence and relation to its neighbors must be taken into account when learning
patterns.

AQPLUS (Forsburg, 1976) reduces the attribute space in a domain by selecting and retaining the
most useful attributes. It operates by repeatedly running AQ on different subsets of the attribute set
and evaluating the results so as to generate utility values for the different attributes.

EMERALD (Kaufman, Michalski and Schultz, 1989) integrates five inductive learning programs -
AQLS, INDUCE, CLUSTER, SPARC and ABACUS - into an environment designed to be a tool
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for education and research in machine learning. Users can interact with the programs by
challenging them with problems from predefined domains.

AQR is a straightforward reconstruction and implementation of the basic AQ algorithm (Clark and
Niblett, 1989). As does AQ, AQR builds rules in disjunctive normal form for each decision class
using the Star methodology, as controlled by user-defined criteria.

CN2 is designed to combine the advantages of both ID3 (decision tree) and AQ (decision rule)
based algorithms. The CN2 learning algorithm generates a decision list - an ordered set of
condition-action rules in which the testing and application of the rules occurs in top-to-bottom
sequence (Clark and Niblett, 1989). The idea behind such a representation allows the algorithm to
cope with noisy data, since the data descriptions are not required to be consistent with all of the
input examples. CN2 is a computationally expensive algorithm in that it exhaustively searches
possible specializations of the rules it discovers.

CAQ (Whitehall, Lu and Stepp, 1990) was developed to improve performance in engineering
domains where continuous numeric values and noisy data may be present. Instead of quantizing
subsets of a range of possible values, CAQ's continuous domain knowledge representation
incorporates tolerance thresholds, such that any two values closer to one another than the threshold
are regarded as equivalent. Furthermore, CAQ uses a statistical method to determine the “best”
boundary point between classes.

DLG generates disjunctive descriptions of classes of events much like AQ does (Webb, 1992), but
instead of using the Starfextend against method to create rules, DLG uses least generalization
(Plotkin, 1970). The description covering a seed example is sequentially expanded to cover the
other examples of that class, and if the expanded description has a higher quality rating (typically
based on the number of positive and negative examples covered) than the basis description, it
replaces that description in the sequential generation of the rule. Computationally, this method is
simpler than AQ.

INLEN (Inference and Leaming) is an environment for discovering pattemns, trends, exceptions
and facts in databases (Michalski et al, 1992). The “toolbox™ architecture allows users to call upon
different learning and discovery programs depending on the task at hand. INLEN uses AQ to
discover rules distinguishing different classes in relational tables.

4. An EXPERIMENTAL COMPARISON: THE MONKS’ PROBLEMS
4.1 Problem definition

The domain of the MONKSs’ problems is an abstraction of a robots domain previously used in a
comparison of learning methods’ performance [Wnek et al, 1990]. The pmhq:us were presented
in a way such that physical attributes and values were replaced by generic atributes and numerical
values, for example, x! is 2 instead of head_shape is square. In this paper, we will often revert to
the latter notation or hybrid notation (such as head_shape

is 2) when it makes the presentation more understandable. A complete listing of the attributes and
values in both formats is shown in Table 1. All examples come from this event space, which
spans 6 multiple-valued attributes (it has a total of 432 possible examples). The sizes of the value
sets of the attributes, x1, x2, ..., x6, are 3, 3, 2, 3, 4, and 2, respectively.

Attribute xl x2 x3 x4 x5 x6
Ro{l;ar Aft.  head shape  body_shape  is_smiling holding jacker_color has_tie
alue

1 round round yes sword red yes
2 square square no balloon yellow no
3 octagon octagon flag green
4 blue

Table 1. Auributes and values in the robots domain
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Problem 1.

There were 124 training examples, which represented 30% of the total event space (62 positive and
62 negative). The testing examples were the set of all possible examples (216 positive and 216
negative). The goal concept was as follows:

(head_shape = hody_éhnpe} or (jacket color = red)

This problem represented a straightforward concept in which the values of two attributes had to be
compared, either implicitly or explicitly. A diagrammatic visualization of this problem is shown in
Figure 2. The dark area in this figure represents the positive concept, and the white area represents
the concept negation, or the set of all possible counterexamples. Positive and negative training
examples are represented by + and - respectively.

Problem 2.

There were 169 training examples, which represented 40% of the total event space (105 positive

and 64 negative). The testing examples were all possible examples (190 positive and 242

negative). The goal concept was as follows: '
Exactly two of the six attributes have their first value

In other words, exactly two of the x; have values of 1. This concept does not have a simple
representation in Disjunctive Normal Form, and therefore poses a problem for many symbolic
learning methods.

A diagrammatic visualization of this problem is shown in Figure 3.

Problem 3.

There were 122 training examples, which represented 30% of the total event space (62 positive and
60 negative). The testing examples were the set of all possible examples (204 positive and 228
negative). Noise was inserted into the example set so that 5% of the training examples were
misclassified. The goal concept was as follows:

(jacket_color is green and holding is sword) or
(jacket color is not blue and body_shape is not octagon)

The goal of this problem was to test learning programs’ adaptation to noisy environments.

A diagrammatic visualization of this problem is shown in Figure 4. The plus in the white area and
the minuses in the black area represent the noisy training examples.
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Learn a DNF-type Concept

(x4 = x5) or (x2=1)
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Figure 2. The first MONKs’ Problem



Training set (169 examples, no noise)

Test set (all 142 positive examples)

Problem M2: Learn a Non-DNF-type Concept
[Exactly two of the six attributes have their first value]
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Figure 3. The second MONKSs’ Problem
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5. SUMMARY OF RESULTS

Below is a listing of the rules obtained by the various AQ programs (AQ17-DCI, AQ17-HCI,
AQ17-1, AQ15-GA, AQ15-FCLS or AQ14-NT), and the results of testing them on the i
examples. A listing of all the data, both training and testing sets, as provided by the creators of the
problems, is in the Appendix.

Rules generated by different programs were tested using the ATEST program that computes a
confusion matrix (Reinke, 1984). ATEST computes the so-called consonance degree between an
unknown example and the rules for each decision class. The output from this program includes
numerical evaluations of the accuracy of the rules based on the percentage of the testing examples
correctly classified (by choosing the rule that best fits the example), and the percentage of examples
precisely matched by the comect decision rule. These percentages are output by ATEST as
OVERJ}LII, % CORRECT-FLEX-MATCH and OVERALL % CORRECT-100% MATCH,
respectively.

Details of the different programs, and of the AQ algorithm underlying these programs are given in
Sections 3.1 and 2.1 respectively. It should be noted that results are not always presented for each
of these programs as applied to each of the three problems. As indicated above, these pro

derive from the same basic method, each adding features appropriate to specific types of problems.
The different programs derived basically the same rule for the first problem; the ones shown here
are the ones whose knowledge representation schema allowed for the most elegant presentation of
the output. We felt that for the sake of brevity and emphasis on the matching of the programs’
different features with the types of problems to be solved, we should present only the results of the
programs better suited for the given type of problem. For example, we felt that there was no
reason to apply AQ14-NT, a program with special features to cope with noisy data to Problem 2, a
problem in which data were without noise, and the testing events were 100% correctly classified
by the rules obtained by other programs. For the same reason, we do not emphasize the results of
the application of the data-driven constructive induction program AQI17-DCI to Problem 3; its
jiigqorittun is strictly data-driven, and as such is less suitable for leamning from noisy data than other

programs.

The results of applying the six AQ programs to the three MONKSs' problems are summarized in
Table 2. The percentages represent the correct classification percentages as calculated by ATEST.

PROGRAM # | w2 | #
AQI17-DCI 100% | 100% | 97.2%
AQI17-HCI 100% | 93.1% | 100%
AQ15-FCLS 100% | 92.6% | 97.2%
AQ14-NT 100% | N/A 100%
AQ15-GA 100% | 86.8% | 100%
AQI17-HCI_DCI 100% | 100% | 100%

Table 2. Summary of AQ programs’ correct classification percentages

5.1. Results for the 1st problem
5.1.1. Rules obtained by AQ17-DCI and AQ17-1

These are the rules obtained by AQ17-DCI, a version of the AQ program that employs data-driven
constructive induction. The results include 1 rule for Class 0 (that represents positive examples of
the concept}, and 2 rules for Class 1 (that represents the negative examples):
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Class 0:
Rule 1 (jacket_color # red] & [head_shape # body_shape] (total:62, unique:62)
Class 1:

Rule 1 [head_shape = body_shape] (total:41, unigue:33)
Rule 2 [jacket_color = red] (total:29, unigue:21)

In the above rules, expressions in [] denote individual conditions in a rule, “iotal’” means the total
number of training examples of the given class covered by the rule, and “unique” means the
number of training examples covered by that rule only, and not by any other rules.

There is only one rule for Class 0, and there are two rules for Class 1. Thus, if either of the Class
1 rules is matched by a given instance, that instance is then classified as belonging to Class 1. A
set of such rules is logically equivalent to a disjunction of conjunctions. The syntax of the rules is
defined formally according to the variable-valued logic calculus VL1 (Michalski, 1973a).
Individual rules correspond to “complexes” in VL1.

These rules were also found by AQ17-1. While the combined AQ17 algorithm (Section 3.1.4)
initially constructs hypothesis-based rules, the rules discovered by this method (see Section 5.1.2),
although 100% accurate, were found to be too complex. The program therefore attempted data-
driven constructive induction and obtained the rules shown above.

The results of applying the rules to the testing examples were:

RESULTS _

OVERALL % CORRECT FLEX MATCH: 100.00
OVERALL % CORRECT 100% MATCH: 100.00

where:

% FLEX MATCH means the percentage of the correctly classified examples within the total set of
testing examples, using a flexible matching function (see Reinke, 1984), and % 100% MATCH
means that the percentage of correctly classified examples that matched the rules exactly.

The number of testing events satisfying individual rules in the correct class description is given in
the table below:

RULES

R1 R2
CLASS 0 215
CLASS 1 144 108

5.1.2. Rules obtained by AQ17-HCI

These are the rules obtained by AQ17-HCI, a version of the AQ program that employs hypothesis-
driven constructive induction (see Section 3.1.3. The results include one rule for Class O that
mpmﬁf positive examples of the concept, and one rule for Class 1 that represents the negative
examples:
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Rule 1 [Neg = false] (total:62, unique:62)

Class 1:
Rule 1  [Pos = false] (total:62, unique:62)

where Neg and Pos are attributes constructed from the original ones, or intermediate ones, as
defined below (these rules, as one can check, are logically equivalent to the AQ17-DCI generated
rules)

c1 <:: [head_shape = round] & [body_shape = round] & [jacket_color = red]
c()5 <:: [head_shape = square] & [body_shape = square] & [jacket_color = red)
c08 <:: [head_shape = octagon] & [body_shape # octagon] & [jacket_color = red]
c10 <:: [head_shape = round] & [body_shape = round]

cl2 <:: [jacket_color = red]

cl3 <:: [head_shape = square] & [body_shape = square]

¢l5 <:: [head_shape = octagon] & [body_shape = octagon]

Pos <:: [c10 = false] & [c12 = false] & [c13 = false] & [cl5 = false]

Neg <:: [c01 = false] & [c05 = false] & [c08 = false]

TEST RESULTS - SUMMARY

OVERALL % CORRECT FLEX MATCH: 100.00
OVERALL % CORRECT 100% MATCH: 100.00

Number of testing events satisfying individual rules in the correct class description:

RULES

R1
CLASS 0 215
CLASS 1 216

Other programs either were either not used on this problem, or generated similar results.

5.2. Results for the 2nd problem
52.1. Rules obtained by AQ17-DCI and AQ17-1

The rules below were obtained by AQ17-DCI, which is capable of generating all kinds of new
attributes from the original attributes, and by AQ17-1, which incorporates the DCI method. For
the problem at hand, the program found that a new attribute that expresses the number of variables
in the training examples that have some specific value is highly relevant to this problem. Such an
attribute is assigned by the program the name #VarEQ(x), which means *“the number of variables
with value of rank x (in their domain)"” in an example. The lowest value in the domain has rank 1,
the next lowest has rank 2, etc. In this case, the relevant attribute was #VarEQ(1) - the number of
variables taking on their first, or lowest value. Based on this attribute, the program constructed
appropriate decision rules. There were two one-condition rules for Class 0, representing the
positive examples of the concept, and one rule for Class 1 that represents the negative examples.
E]l'u: rué& for Class 1 is logically eguivalent to the negation of the union (disjunction) of the rules for
ass 0.



17

Rule 1 [#VarEQ(1) =z 3]
Rule 2 [#VarEQ(1) s 1]

Class 1:
Rule 1 [#VarEQ(1) =2]

The results of applying the rules to the testing examples were:

RESULTS

OVERALL % CORRECT FLEX MATCH: 100.00
OVERALL % CORRECT 100% MATCH: 100.00

4.2.2. Rules obtained by AQ17-HCI

There are 4 top level rules for Class 0 (positive examples), and 6 top level rules for Class 1
(negative examples):

Class 0:

Rule 1 [Pos73 = true] (total:90, unique:49)

Rule 2 [c14 = false] & [c26 = false] & [c53 = false] & [c67 = false] &
[c72 = false] & [Neg74 = false] (total:38, unique:6)

Rule 3 [holding = balloon or flag] & [c6 = false] & [c20 = false] & [Neg74 = false]
(total:22, unigue:5)

Rule 4 [head_shape = square] & [has_tie = false] & [c44 = false] & [c50 = false] &
[Neg74 = false] (total:6, unique:2)

Rule 1 [Neg74 = true] (total:43, unique:30)

Rule 2 [jacket_color # red] & [has_tie = true] & [c60 = true] & [Pos73 = false]
(total:17, unique:4)

Rule 3 [head_shape # round] & [body_shape = square] & [c28 = false] &
[Pos73 = false] (total:16, unique:7)

Rule 4 [body_shape = octagon] & [c48 = true] & [c66 = true] (total:4, unique:2)

Rule 5 [jacket_color = green] & [c43 = true] & [c52 = false] & [c53 = false] &
[c55 = false] & [c69 = true] & [Pos73 = false] (total:4, unique:2)

Rule 6 [body_shape = octagon] & [c9 = false] & [c10 = true] & [c23 = true] &
[€32 = true] (total:3, unique:1)

Attributes “cj, i=1..72" “Pos73,” and “Neg74” were constructed during the learning process. The
following is a partial listing of the constructed attributes that were relevant to the discovered rules;
(Thrun, Mitchell and Cheng, 1991) contains the complete listing.
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c2 < [jacket_color = red or blue]

cd <::[body_shape = round] & [is_smiling = false]
¢5 <::[head_shape # round] & [is_smiling = false]
c6 <:: [head_shape # round] & [body_shape # round]
c; <:: [holding = ﬂag] & [jacket_color = yellow]

co <

[head_. TM] & [jacket_color = red]
¢10 <:: [holding = ﬂag [jacket_color # red]

c‘.-'{} <:: [jacket_color # red] & [c18 = false]
€72 <:: [jacket_color # blue] & [c37 = true]

Pos73 <:: [c4 = false] & [cl6 = false] & [c33 = false] & [c39 = false] & [c40 = false] or
[cl5 = false] & [c43 = false] & [c47 = false] & [c68 = false] or
[body_shape # octagon] & [c2] = false] & [c4] = true] & [c44 = false] &
[c65 = true] & [c67T = false] or
[c33 = true] & [c60 = true]

Neg74 <:: [c4 = false] & [c42 = true] & [c56 = false] & [c65 = true] & [c68 = true] or
[c2 = false] & [c4 = false] & [c16 = false] & [c17 = true] & [c26 = true] or
[is_smiling = false] & [holding = sword] & [c14 = false] & [c4] = true] &

[c43 = true] & [c59 = false] & [c69 = false] & [c70 = false] or
[has_tie = false] & [c5 = true] & [c44 = false] & [c6] = false]

TEST RESULTS - SUMMARY

OVERALL % CORRECT FLEX MATCH: 93.06
OVERALL % CORRECT 100% MATCH: 86.57

The above summary of the results shows that the rules generated by AQ17-HCI approximate quite
well the concept in Problem 2 although they use only logical operators. This result is quite
interesting because concepts such as the one in Problem 2 are among the most difficult to learn
using solely logic-based inductive learners (classical rule learning or decision tree leaming
programs). This result demonstrates the power of hypothesis-driven constructive induction.

Number of testing events satisfying individual complexes in the correct class description:

RULES
R1R2R3R4R5R6
CLASS 0 232 84 54 12
CLASS 1 77 4 32 10 5 4

5.2.3. Rules obtained by AQ17-FCLS

These are the rules obtained by AQ17-FCLS, a version of the AQ) program that learns flexible
concepts by generating rules that permit parual matching. The threshold parameter indicates the
rnzmmum percentage of the individual conditions in the rule that must be satisfied for the rule to

ly. The results include two rules for Class O that represent positive examples of the concept,
and 18 rules for Class 1 that represent the negative examples. The discovered rules fully
encompass Class 0, but they failed to get a complete grasp of the concept of Class 1:
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Class 0:

Rule 1 [head_shape = round] & [body_shape = round] & [is_smiling = true] &
[holding = sword] & [jacket_color = red] & [has_tie = true]
with THRESHOLD =50 %
(Total positive examples covered: 64)

This rule says that three or more variables must have rank equal to 1.

Rule 2 [head_shape = round] & [body_shape = round] & [is, _smiling = false] &
[holding # sword] & [jacket_color = red] & [has_tie = false]
with THRESHOLD = 83 % (5/6)
(Total positive examples covered: 41)

This rule says that five or six out of six variables must not have their first values, or equivalently,
that at most one variable may have its first value. Thus the disjunction of these two rules above
indicates that the number of variables which have their first value cannot be equal to 2.

These rules classified correctly 100% of the examples of Class 0.

Class 1:

Since the current program does not have the ability to express the negation of the above two rules
for Class 0, to program generated many “lightweight” rules to cover all examples of Class 1. The
overall performance using the flexible match was not 100% because in some cases when an
example matched equally well the rules for both classes, an incorrect class was chosen. In the next
version of the program, we plan to include the missing negation operator.

Rule 1 [is_smiling = true] & [holding = sword] & [jacket_color = yellow] &
[has_te = false]
with THRESHOLD = 100 %
(Total positive examples covered: 8)

Rule 2 [head_shape # round] & [body_shape # round] & [is_smiling = true] &
[holding # sword] & [jacket_color # red] & [has_tie = true]
with THRESHOLD = 100 %
(Total positive examples covered: 9)

Rule 3 [head_shape # round] & [body_shape # round] & [is_smiling = false] &
[holding # sword] & [jacket_color = yellow] & [has_tie = false]
with THRESHOLD = 100 %
(Total positive examples covered: 7)

Rule 4 [head_shape = octagon] & [body_shape = round] & [is_smiling = true] &
[holding = sword] & [jacket_color = green] & [has_tie = false]
with THRESHOLD = 83 %
(Total positive examples covered: 5)

Rule 18  [head_shape = round] & [body_shape = round] & [is_smiling = false] &.
[holding = sword] & [jacket_color # red] & [has_tie = true]
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with THRESHOLD = 100 %
(Total positive examples covered: 3)

TEST RESULTS - SUMMARY

The percentage of correctly classified testing events: 92.6%
The percentage of correctly classified testing events in Class 0:  100.0%
The percentage of correctly classified testing events in Class 1:  85.2%

The total number of rules in the descriptions: 2 for Class 0
18 for Class 1
The total number of conditions in the descriptions: 110

53. Results for the 3rd problem
5.3.1. Rules obtained by AQ17-HCI and AQ17-1

Below are the rules obtained by the hypothesis-driven constructive induction method, both as a
part of AQ17-1 and as a stand-alone learning program:

Class 0:

Rule 1 [Posl = true] (total:49, unigue:49)

Rule 2 [body_shape # round] & [holding # sword] & [jacket_color = green]
(total:11, unique:11)

Rule 3 [body_shape = round] & [holding = sword] & [jacket_color = green]
(total:1, unique:1)

Rule 4 [body_shape = square] & [holding = balloon] & [jacket_color = yellow]
(total:1, unique:1)

Rule 1 [Neg2 = true] (total:57, unique:57)
Rule 2 [body_shape = octagon] & [holding = sword] &
[jacket_color = green or blue] (total:3, unique:3)

where Posl and Neg?2 are attributes constructed from the original ones (Wnek & Michalski, 1991)
Posl <:: [jacket_color = blue] or

[body_shape = octagon] & [jackei_color # green]
Neg2 <:: [body_shape # octagon] & [jacket_color # blue]

TEST RESULTS - SUMMARY

OVERALL % CORRECT FLEX MATCH: 100.00
OVERALL % CORRECT 100% MATCH: 86.11
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Since this problem involves noisy data, the flexible match accuracy figures should always be used.
The results using a 100% match are shown just for comparison.

Number of testing events satisfying individual rules in the correct class description:

RULES

R1 R2R3 R4
CLASS 0O 180 24 0 O
CLASS 1 216 12

Rules 3 and 4 for Class 0 were each exceptions, covering a single example of the class. As can be
seen from the above chart, in each case that example was a noisy event, which was also covered by
the wider ranging rules of Class 1. AQ's evaluation capabilities were able to select the proper rule
to apply in a flexible match.

532. Rules obtained by AQI4-NT
These are the rules obtained by AQ14-NT, a version of the AQ program that employs a noise-
filtration technique. The results include one rule for Class O that represents positive examples of
the concept, and one rule for Class 1 that represents negative examples.
After only two loops of concept-driven filtration of training dataset (with truncation parameter
equal to 10%) and repeated learning, we received the following set of rules:
Class 0:

Rule 1 [jacker_color = blue]

Rule 2 [body_shape = octagon] & [holding # sword]

Rule 3 [body_shape = octagon] & [jacket_color = red or yellow]
Class 1:

Rule 1 [body_shape # octagon] & [jacket_color # blue]

Rule 2 [holding = sword] & [jacket_color = green]
These rules recognized all test data correctly, i.e., on the 100% level.
The program was able to filter out the events repms;:nﬁng noise in the data and achieve such a high
degree of recognition.
53.3. Rules obtained by AQ17-FCLS
These are the rules obtained by AQ17-FCLS. The results include two rules for Class 0 that
represent positive examples of the concept, and one rule for Class 1 that represents the negative
examples. The threshold parameter indicates the minimum percentage of selectors in the rule that
must be true for the rule to apply. This set of rules is intentionally incomplete and inconsistent
with the training set since it was generated with a 10% error tolerance. This produced better results
than other tolerances that were tried.
Class 0:

Rule 1 [head_shape = round] & [body_shape = octagon] & [jacket_color = blue]



with THRESHOLD = 67 %
(Total positive examples covered: 42)
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Rule 2 [head_shape = round] & [body_shape = octagon] & [jacket_color = blue]
with THRESHOLD =67 %
(Total positive examples covered: 26)
Class 1:
Rule 1 -

[body_. round or square] & [jacket_color # blue]
with II-IRESH =100 %
(Total positive examples covered: 57)

TEST RESULTS - SUMMARY
The percentage of correctly classified testing events: 97.2%
The percentage of correctly classified testing events in Class 0:  100.0%
The percentage of correctly classified testing events in Class 1:  94.7%
The total number of rules in the descriptions: 2 for Class 0
1 for Class 1
The total number of conditions in the descriptions: 8

5.3.4. Rules obtained by AQ15-GA

Below are the rules obtained by AQ15-GA, a gmgram that uses a genetic algorithm in conjunction

with the AQ rule-generation algorithm. The

rule is for the positive examples of the concept,

Class 0, and the second for the negative examples, Class 1. A genetic algorithm determined that 3
attributes (body_shape, holding, and jacket color) were the most meaningful. Using these, the
rules discovered were as follows:

Class 0:

Rule 1
Rule 2
Rule 3
Rule 4
Rule 5

Rule 1
Rule 2

[jacket_color = blue]
[body_shape = octagon] & [jacket_color = red or yellow]

[body_shape = round] & [holding # sword] & [jacket_color = green]
[body_shape = round] & [holding = sword] & [jacket_color = green]
[body_shape = square] & [holding = balloon] & [jacket_color = yellow]

[body_shape # octagon] & [jacket_color # blue]
[body_shape = octagon] & [holding = sword] &
[jacket_color = green or blue]

Results on testing the rules on testing events using program ATEST:

TEST RESULTS - SUMMARY

OVERALL % CORRECT FLEX MATCH: 100.00
OVERALL % CORRECT 100% MATCH: 100.00
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6. COMPARISON OF AQ WITH OTHER PROGRAMS

In the Thrun study (Thrun, Mitchell & Cheng, 1991), the AQ programs performed very favorably
in comparison with the other programs examined (Table 3). Programs and algorithms that were
tested on these problems included Assistant Professional (Cestnik, Kononenko & Bratko); tl.’ll:_’lil'll.r
(Dzeroski); IDSR, IDL, ID5R-hat and TDIDT (Van de Velde); ID3 (with and without windowing),
ID5R, AQR, CN2 and CLASSWEB (Kreuziger, Hamman and Wenzel); PRISM (Keller);
ECOBWEB (Reich & Fisher); Backpropagation (Thrun) and Cascade Correlation (Fahlman).

RESEARCH GROUP AFFILIATION AND #1 #2 #3
LEARNING PROGRAMS APPLIED (DNF-type) | (non-DNF) | (noisy DNF)

Jozef Stefan Institute, Lj ubljana, Slovenia

Assistant Professional 100%: 81.3% 100%

mFOIL 100% 69.2% 100%
Vrije Universiteit Brussel, Brussels, Belgium

ID5SR B8l1.7% 618%

IDL 972% 66.2%

IDSR-hat 90.3% 65.7%

TDIDT 757 % 66.7%

Institute for Real-Time Computer Control Systems and
Robotics and University of Karlsruhe, Karlsruhe, Germany

D3 98.6% 67.9% 94.4%
ID3, no windowing 83.2% 69.1% 95.6%
ID5R 79.7% 692% 952%
AQR 95.9% 79.7% 87.0%
CN2 100% 69.0% 89.1%
CLASSWEB 0.10 71.8% 64.8% 80.8%
CLASSWEB 0.15 65.7% 61.6% 85.4%
CLASSWEB 0.20 63.0% 57.2% 752%
University of Zurich, Zurich, Switzerland
PRISM [ s63% | 727% | 9%03%

Carnegie Mellon University, Pittsburgh, Pennsylvania
and Vanderbilt University, Nashville, Tennessee

ECOBWERB leaf prediction T1.8% 67.4% 68.2%
ECOBWEB Lp. & information utility 82.7% 71.3% 68.0%
Carnegie Mellon University, Pittsburgh, Pennsylvania
Backpropagation 100% 100% 93.1%
Backpropagation with weight decay 100% 100% 97.2%
Cascade Correlation 100% 100% 07.2%

Center for Artificial Intelligence,
George Mason University, Fairfax, Virginia

AQ17-DCI 100% 100% 94.2%
AQ17-HCI 100% 93.1% 100%
AQ17-1 100% 100% 100%
AQ15-FCLS 92.6% 972%
AQI4-NT 100%
AQI5-GA 100% 86.8% 100%

Table 3. Classification Results Reported by Thrun (updated to show recent AQ17 results)
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The results shown in Table 3 provide a partial update to the results reported by Thrun. They
include an improved result from AQ17-DCI for problem 3, and also the AQ17-1 rj::sults that were
achieved after the initial study was completed. They do not, however, reflect later results obtained
by other researchers. While the results do not guarantee either that all the programs were employed
with optimal parameter settings or that these results can be extended to other concept learning
problems, it is interesting to note that in the initial study, only the rule-based AQ programs were
able to come up with 100% classification rates on both the k-of-n concept and the noisy concept.
In addition, the lower bounds on the classification rates of the AQ programs were very respectable
in comparison with the other programs, indicating that these programs can generate reasonable
results, even when the optimal tool is not being used.
An earlier study by Wnek, Sarma, Wahab and Michalski (1990) compared the standard version of
AQIS5, a backpropagation neural net, the CFS classifier system and the C4.5 decision tree learning
program by testing their ability to leamn five concepts created by human subjects. Their results
indicated that the symbolic algorithms were better suited toward these symbolic-oriented problems,
both in terms of error rate and knowledge complexity.
Spears and Gordon (1991) compared NEWGEM (a predecessor to AQ15), C4.5, and GABIL, a
genetic algorithm-based system, on an artificial disjuncts-and-conjuncts domain and on breast
cancer case data. They found comparable error rates among the systems and proposed a
multistrategy system that would improve the GABIL results by incorporating elements of other
systems in the form of genetic operators.
Bergadano, Matwin, Michalski and Zhang (1990) compared three AQ-based systems with
ASSISTANT and with an exemplar-based method on two real world domains: congressional
voting and labor negotiations. The AQ programs generated simpler and more accurate rules,
particularly when flexible concept learning (such as in AQ15-FCLS) was employed.

7. CONCLUSIONS

We have described a family of inductive learning programs that are based on the AQ learning
algorithm. Recently developed programs in this famil;r‘ are capable of using constructive induction
techniques, learning flexible concepts, filtering out noisy data, and taking multistrategy approaches
which can use the abilities of different learning methods to their advantage.

When tested on the MONKSs’ problems, the AQ-based programs were able to generate rules that
closely approximated or exactly matched the target concepts, By choosing the proper program,
users could generate a simple and accurate concept representation.

Researchers have been turning more frequently to comparisons of different learning paradigms. No
single set of test problems will generate results that will hold true universally. Nonetheless, by
performing different comparisons, and by establishing diverse sets of benchmark problems, we
cmbticgin to discover details of the suitability of different leaming methods to different types of
problems.

As the testing of the AQ programs shows, they are very powerful, and ready for use in various
practical applications. By combining some of the specialized techniques and modules, more
powerful and versatile modules can be created. For example, the integration of the DCI and HCI
modules of AQ17 into a single unit resulted in a program capable of adapting to the challenges
presented by both the second and the third MONKSs' problem. An important topic of this ongoing
research (and of many other multistrategy projects) is the development of a um.g:d control system
ﬂ}?it a;anﬁintegmte smoothly the capabilities of the different techniques so that they can be used most
efficienty.
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Tralning Data Set #3

The training set of examples for the third problem with noisy data:

(jacket_color is greem and holding s swerd) or

(jacket color Is not blue and body _shape ls not octagom)
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